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ABSTRACT. CLOUDY is a large-scale spectral synthesis code designed to simulate fully physical conditions
within an astronomical plasma and then predict the emitted spectrum. Here we describe version 90 (C90) of the
code, paying particular attention to changes in the atomic database and numerical methods that have affected
predictions since the last publicly available version, C84. The computational methods and uncertainties are outlined
together with the direction future development will take. The code is freely available and is widely used in the
analysis and interpretation of emission-line spectra. Web access to the Fortran source for CLOUDY, its
documentation Hazy, and an independent electronic form of the atomic database is also described.

1. INTRODUCTION

The physical conditions within any low-density astronomical
plasma are governed by a host of microphysical processes.
Together, these processes set the ionization distribution, level
populations of excited states, and the electron temperature. The
observed spectrum is the result of the transport of radiation
through the depth-dependent physical conditions. No analytical
solutions are possible because of the intricacies, and large-scale
numerical simulations must be performed instead. Such sim-
ulations are a powerful complement to new generations of as-
tronomical instrumentation—astronomical spectra can be in-
terpreted on a quantitative basis. The majority of the
quantitative information we have about the cosmos is the result
of such spectroscopy.

Spectral synthesis codes are at the forefront of modern com-
putational astrophysics. Ferland et al. (1995) give a summary
of a number of plasma and shock codes. Most have similar
overall structures and approaches. An optically thick slab of
gas is divided into a large number of zones, chosen so that
conditions are fairly constant across each. The level of ioni-
zation is determined by balancing all ionization and recom-
bination processes. Ionization processes include photo, Auger,
and collisional ionization and charge transfer. Recombination
processes include radiative, low-temperature dielectronic, high-
temperature dielectronic, three-body recombination, and charge
transfer. The free electrons are assumed to have a predomi-
nantly Maxwellian velocity distribution with a kinetic temper-
ature determined by the balance between heating (photoelectric,
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mechanical, cosmic-ray, etc.) and cooling (predominantly in-
elastic collisions between electrons and other particles) pro-
cesses. The associated line and continuum radiative transfer
must be solved simultaneously. Papers that set the standards
of the field include Hjellming (1966), Williams (1967), Rubin
(1968), Harrington (1969), Davidson (1972), MacAlpine
(1971), and Shields (1974). More recent studies include Binette
et al. (1993), Petitjean, Boisson, & Pequignot (1990), Kallman
& McCray (1982), Sutherland & Dopita (1993), Stasinska &
Leitherer (1996), and Gruenwald, Viegas, & Broguiere (1997).
Davidson & Netzer (1979), Osterbrock (1989), and Netzer
(1990) give excellent reviews.

This paper is a progress report on the development of
CLOUDY, a code designed to perform such simulations.
CLOUDY was born at the Institute of Astronomy, Cambridge,
in August of 1978. Since then it has gone through some 90
major revisions and has grown to include well over 105 lines
of FORTRAN. The major long-term goal has been to simulate
conditions in the broad-line regions (BLRs) of quasars, in order
to calibrate them as probes of the universe at redshifts between
1 and 5. Galactic nebulae are also a major emphasis since they
both serve as plasma laboratories and affect nucleosynthesis
as the endpoints of stellar evolution. CLOUDY is used exten-
sively by us here in Lexington, and it is available on the World
Wide Web. Others across the astronomical community use it
to publish more than 70 papers per year on topics ranging from
the intergalactic medium and interstellar medium to nova en-
velopes and accretion disks. A list of publications that cited
use of the code is available on the Web.

The goals of this paper are to outline the advances in the
current version over 84.12a, the last publicly released version.
Although the final version of C84 was released in mid-1993,
its design and atomic database were fixed by early 1992. The
growth in both the power of high-end workstations and in the
breadth and quality of the underlying database have been ex-
plosive since that time. Version 90 was first released in June
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of 1996 and has gone through four revisions as of this writing.
We describe differences between the two versions, including
why they may not agree, and outline the remaining uncertain-
ties. We also describe Web access to CLOUDY and its doc-
umentation Hazy (§ 7).

Spectral synthesis codes are possible only because of the
work of many atomic physicists, since the conditions in a non-
equilibrium plasma are the result of a host of microphysical
processes. We have made a major effort to consolidate this
atomic database into convenient numerical packages. These are
independently available on Dima Verner’s Atomic Data for
Astrophysics (ADfA) Web page (see § 7). The ADfA forms a
tool kit for others to use to perform similar calculations. In the
following we will identify the ADfA routines used to provide
rates for specific physical processes.

2. HYDROGEN

The hydrogen atom must be treated completely, since its
photoionization is the primary heating mechanism in nebulae
and its opacity strongly affects a cloud’s structure.

2.1. The Atom’s Structure

Versions before CLOUDY 84 (C84) used the very compact
H atom described by Cota (1987). This model atom had 1s,
2s, and 2p levels represented, as well as levels 3–6 assumed
to be completely l-mixed. These core levels were supplemented
by three higher pseudolevels designed to simulate the actual
atom’s levels n from 7 through 1000 as bands. This allowed
the atom to go to LTE in a continuous manner at high densities.
They were necessary since a finite atom, especially one with
a dozen or fewer levels, would not have high levels in equi-
librium with the continuum. These pseudolevels had large sta-
tistical weights and could contain a substantial fraction of the
atom’s population at high densities and temperatures.

The Cota (1987) model atom reproduced emission from the
hydrogen atom in the high-density (well l-mixed) limit, went
to LTE when irradiated by a blackbody or when the gas density
was high, and worked very well in the nebular, or low-density,
limit. However, tests have shown that this approach did not
give a good representation of the physics of induced transitions
within high levels for intense nonthermal continua. It also did
not reproduce the expected theoretical intensities of many IR
lines at low or intermediate densities because the well l-mixed
approximation is not valid.

The current version uses the approach described by Ferguson
& Ferland (1997; hereafter FF). It retains the essential physics
of the real atom, with all levels having energies and statistical
weights characteristic of true levels within the actual atom,
while not resolving the l-states other than 2s and 2p. In nature,
at low densities, only the np states can directly decay to ground
and so can be strongly depleted by emission of Lyman line
radiation. The populations of the remaining l levels are set by
the capture cascade problem (Seaton 1959), and these tend to

bunch up at the highest possible l state, which has only one
decay route ( ). This is the low-density limit. At highl ⇒ l 2 1
densities, the levels are well l-mixed and transition probabilities
go over to those listed by Wiese, Smith, & Glennon (1966, pp.
2–6). The result is that the populations of l states within an n
level have strong density dependencies, and the total transition
probabilities coming from a level do as well. As an example,
the Paa and Hb lines have a common upper level, but their
intensity ratio changes by 50% between the low- and high-
density limits (Storey & Hummer 1995; hereafter SH). The H
atom in C84 and before reproduced only the high-density limit.

SH give the definitive results for emission from 1000 n-level
atoms over a wide range of conditions, in a convenient elec-
tronic form. Their results are given for an extensive range of
densities and go over to both low- and high-density limits. We
have used these as a template in developing our atom. We were
able to reproduce their results by allowing the branching ratios
for the lowest 15 levels to depend on density and temperature,
with the limiting branching ratios chosen to reproduce the as-
ymptotic SH results.

In practice a compact atom is desired for computational
speed, but a large atom is needed if the upper levels are to go
to LTE in a continuous manner. In our implementation, the
number of levels can be set at run time. We have experimented
with atoms of various sizes up to 50 levels, but we find that
15 levels are generally sufficient for accurately describing emis-
sion from low-lying levels under nebular conditions. This is
the default. More levels are needed for accurate representations
of the higher states producing mid- to far-infrared emission.

2.2. Total Recombination Rates

Verner & Ferland (1996) computed total radiative recom-
bination coefficients for hydrogenic atoms and ions. These are
used to “top off” the model atom’s total radiative recombination
coefficient. The total recombination coefficient of our finite
number of levels is a good fraction of the total. The remaining
recombination coefficient must be added to the atom if the
ionization balance is to be correct and must be distributed over
a range of levels. This is because placing it into a single level
would lead to an artificial overpopulation of that level and
strong maser effects in transitions between it and lower levels.
The highest five levels are assigned the remaining recombi-
nation coefficient, so that the sum is correct. This choice was
made to obtain the best agreement with the SH results. The
user can easily change both the number of levels and the way
the model atom is topped off.

2.3. Collision Rates

We use Voronov (1997) for collisional ionization from the
ground state and Vriens & Smeets (1980) for collisional ion-
ization from excited levels.

Collisional excitation rate coefficients for the lower three
levels of hydrogen are now taken from Callaway (1994). We
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Fig. 1.—Logarithmic thermally averaged free-free Gaunt factors as a func-
tion of gas temperature and photon energy used in CLOUDY. The points shown
are from Hummer (1988), while the rest are asymptotic limits from Rybicki
& Lightman (1979).

take rates for collisions between 2s and 2p from Osterbrock
(1989); this includes the important effects of proton collisions.
For higher levels there is no definitive data source (see Chang,
Avrett, & Loeser 1991), and we use the Vriens & Smeets (1980)
semiempirical formulae since they extend over a wide range
of temperature.

SH used collisional ionization rates from Burgess & Percival
(1968) and Summers (1974) and collisional excitation rates
from Percival & Richards (1978) for excited states and Ag-
garwal (1983a) and Hata, Morgan, & McDowell (1980) for 1s,
2s, 2p, and 3. These rates differ from the data set we use, and
this is the largest source of uncertainty for the hydrogen atom.
The Percival & Richards data set was intended only for use at
relatively high energies. They quote the range of validity for
collisions from lower level n as /5 2 21.6 # 10 Z n K ! T K

K. This data source is not expected to be reliable for93 # 10
the full range of levels and temperatures used by SH.

2.4. Overall Accuracy

The compact atom predicts Hb emissivities and relative in-
tensities of lower lying lines, in excellent agreement with SH
for temperatures greater than 103 K. For densities less than 1012

cm23, the differences are less than 5%, increasing to 30% for
densities approaching 1014 cm23. For nebular temperatures
(5000–20,000 K) and the full range of densities (102–1014

cm23), the largest differences between our atom and the SH
results are 2%. The largest disagreements are caused by dif-
ferences in the rate coefficients for collisional excitation and
ionization of higher levels. Tests are also presented in FF that

show that collisions from the ground term and line trapping
change the actual emission substantially away from simple the-
ory for densities appropriate for quasar clouds.

Unpublished tests show that factors of 2 changes in the col-
lisional rates for levels n 1 3, roughly the uncertainty in the
atomic data, result in changes in line intensities by ∼10% at
nebular temperatures and intermediate densities (∼108 cm23).
They change by less at lower densities and by more at very
high densities and low temperatures. Similar uncertainties af-
fect rate coefficients for collisional ionization from excited
states. These (together with the radiative transfer issues dis-
cussed below) are a fundamental uncertainty in predicting the-
oretical intensities.

2.5. Free-Free Emission and Absorption

Thermally averaged free-free Gaunt factors are calculated
via a two-dimensional Chebyshev expansion given by Hummer
(1988). The fit is valid over a wide range in frequency and
temperature, log(hn/kT) ! 1.5 and log(Z2 ryd/24.0 ! 23.0 !

kT) ! 3. CLOUDY, however, uses a much broader set of en-
ergies. Rather than extrapolating the Hummer formulae, we
have instead matched the asymptotic equations given in Ry-
bicki & Lightman (1979) to the Hummer results. This approach
avoids dangerous extrapolation and retains the basic physics
of the gas in extreme conditions.

Figure 1 shows the results of the computations just described,
which result in a very smooth function of temperature and
photon energy. In the figure we have highlighted those points
that come from Hummer’s (1988) fits. In some cases the Hum-
mer results did not really extend to regimes in which the as-
ymptotic results were valid. In these cases, the asymptotic for-
mulae and the fits of Hummer, or even the asymptotic formulae
themselves, do not match well at the boundaries. In such cir-
cumstances we have interpolated in order to avoid any dis-
continuities. There is a clear need for future work giving ac-
curate Gaunt factors over the full energy range.

3. HELIUM

3.1. Structure of the Model Atoms

Helium is treated as three separate atoms/ions, with the ion
and singlets each a 10-level atom, and the triplets a five-level
atom. Like the hydrogen atom, the helium ion and singlets in
C84 were based on the work of Cota (1987) and suffered similar
problems when exposed to intense nonthermal radiation fields.
The atoms have been changed so that all levels represent actual
levels, and the highest level is assigned the recombination co-
efficient corresponding to the integral from 9 to infinity. Be-
cause of the l-mixed assumption, the emissivity of the helium
atom/ion will have the same limitations that were true of hy-
drogen before C90—the He ii and He i singlet atoms do re-
produce the intensities in the well l-mixed high-density limit
but are not valid in the low-density limit. The code also predicts
simple Case B intensities, which should be used under nebular
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conditions. The triplets resolve l-states and are close to exact
predictions for all conditions.

Extending the model helium atom and ion to a generalized
structure similar to the current hydrogen atom will be a high
priority in the coming years.

The photoionization cross sections for atomic helium are
now based on accurate fits to experimental values (Samson et
al. 1994) given by Verner et al. (1996a). These are significantly
different at high energies from those given by Brown & Ma-
thews (1970), which were used in C84. This has had some
impact on the ionization structure of clouds exposed to hard
radiation fields. The newer cross sections are expected to be
nearly exact.

3.2. Collision Data

We have undertaken a major effort to update the collision
data for helium.

3.2.1. Helium Atom

The He0 ground-state collisional ionization data are from
Voronov (1997). For the excited singlet states we use hydro-
genic cross sections since we could not find better. For the He0

23S and 23P triplet states, collisional ionization rates are from
Seaton (1964). We know of no rates for higher lying triplet
states.

For de-excitation rates between the low-lying levels (1s–2s,
2p, and 2s–2p) of the He0 singlets, we use the data of Sawey
& Berrington (1993). Hydrogenic rates are used for collisions
involving the ground or first excited states and the highly ex-
cited states (n 1 3). For rates between the highly excited states,
we use the analytic expressions of Vriens & Smeets (1980) for
hydrogen. For collisional de-excitation rates involving the trip-
let states, we again use the data from Sawey & Berrington
(1993). We also include collisions involving the 2s, 2p triplet
and the 1s and 2s, 2p singlet states, again using the data from
Sawey & Berrington.

3.2.2. Helium Ion

We now use Voronov (1997) for collisional ionization from
the ground state of He1 and for excited states use the analytical
expressions of Seaton (1962) and Bely & Van Regemorter
(1970) at low temperatures and Sampson & Zhang (1988) at
high temperatures. Collisions between the 1s, 2s, 2p, and 3
states (excluding the 2s–2p transition) are from Aggarwal et
al. (1992) and for higher excited states are from Sampson &
Zhang (1988). Proton and electron collision rates between 2s
and 2p are taken from Zygelman & Dalgarno (1987).

4. THE HEAVY ELEMENTS

4.1. Elements and Abundances

C84 included the 13 elements H, He, C, N, O, Ne, Na, Al,
Si, S, Ar, Fe, and Ni. All stages of the 30 lightest elements,

H–Zn, are now included. The default set of abundances is from
Grevesse & Anders (1989) and Grevesse & Noels (1993). The
biggest difference between this and those used in C84 is in the
iron abundance, now about 70% of the former value. This
reflects the difference between solar meteoritic and photo-
spheric abundances. Hazy lists the specific abundances in both
number density and mass fractions.

4.2. Ionization Processes

4.2.1. Heavy-Element Photoionization Rates

Our implementation for the evaluation of the photoionization
rates for heavy elements follows Verner & Yakovlev (1995),
with extensions to more recent Opacity Project (OP) data (Ver-
ner et al. 1996a). The photoionization rate, heating rate, and
photoelectron yield are evaluated independently for each elec-
tronic subshell. There are a total of seven possible subshells
for the heaviest elements. We now take fluorescence yields for
each subshell from electronic forms of the tables of Kaastra &
Mewe (1993).

Figure 2 shows an example for atomic iron. Partial pho-
toionization cross sections are indicated (from Verner et al.
1996a), along with the distribution of photoelectrons that result
(from Kaastra & Mewe 1993). It has only now become possible
to treat every subshell separately, thanks to the speed of modern
workstations. This is a major time sink and is the main reason
that calculations with the current version now take significantly
longer than calculations did with C84.

Suprathermal Auger electrons often have sufficient energies
to produce further collisional ionizations before they are ther-
malized. We now use efficiencies from Xu & McCray (1991).
C84 used formulae from Shull & van Steenberg (1985) that
did not go to the proper asymptote in the low electron fraction
limit. This causes small changes in the heating and ionization
efficiency for very neutral gas.

4.2.2. Photoionization Cross Sections

Photoionization cross sections are now generated with the
routine PHFIT (Verner & Yakovlev 1995; Verner et al. 1996a).
This uses a mix of experimental and theoretical (including
Opacity Project) sources to generate cross sections, subshell
by subshell. In particular Verner et al. (1996a) use the most
recent results from the Iron Project (Hummer et al. 1993; Nahar
& Pradhan 1994; Bautista & Pradhan 1995) for the ions they
calculated. The fits average over sharp resonances and do not
try to fit them. This is appropriate because the position of most
resonances is uncertain by a factor that is well more than their
width. For the majority of the species, the photoionization cross
sections are accurate to better than 10%, although this is some-
what worse for closed shells such as Ar or Ne. The fits are
extrapolated to 100 MeV, needed by CLOUDY but well beyond
the original cross section calculations, and this is an additional
uncertainty. However, in practice, photons above 50 keV have
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Fig. 2.—Iron photoionization cross sections. Partial cross sections for each subshell are shown, along with the shower of Auger electrons that is produced.

little effect on the ionization or thermal balance because of the
small photoelectric cross section.

These cross sections are largely similar to the Reilman &
Manson (1979) values, which were used by C84, for moderately
and highly ionized species. The methods used by Reilman &
Manson became increasingly approximate for smaller charge,
and the new cross sections are often significantly larger for
atoms and first ions. Verner et al. (1996a) lists those elements
for which the current photoionization cross sections differ from
Reilman & Manson. For some species, including O1 and most
neutral atoms and single ions of the third and fourth row, the
results can be quite different, and this has had a moderate affect
on some ionization fractions. The biggest resulting differences
between C84 and C90 have been changes in the predicted O
iii/O ii ratios and in the intensities of [Ca ii] lines, owing to
changes in the O1 and Ca1 cross sections.

PHFIT is continuously updated as the theoretical and ex-
perimental photoionization database expands, and this updated
version is available from the Web site.

4.2.3. Auger Yields

Fluorescent yields are now taken from the Kaastra & Mewe
(1993) tabulation of multielectron rates for each subshell of the
first 30 elements. These results are available in numerical form
and should be quite accurate. The code iterates on the ionization
distribution to include multielectron processes while keeping
the matrix bidiagonal. These results differ considerably from
the approach used in C84, taken from Weisheit & Dalgarno
(1972), Weisheit (1974), and Weisheit & Collins (1976). This
results in significant differences in the predicted ionization dis-

tribution of third-row and higher elements when ionized by
very hard X-ray continua (typical energies of several keV).

4.2.4. Excited State Photoionization

Deep within a cloud the radiation field can be heavily ex-
tinguished at energies above strong ionization edges, such as
those of H0, He0, or He1. For species with ground terms
shielded by these edges, the dominant ionization channel can
be photoionization from excited states with ionization poten-
tials below these edges. Classical examples (see Swings &
Struve 1940) are photoionization from O21 (the ground is
shielded by He1) and N0 and Mg1 (shielded by H0).

Figure 3 shows an example of this shielding deep within a
quasar cloud. This is the lower density (nH 5 1010 cm23) model
of Table 1 of Rees, Netzer, & Ferland (1989). The local con-
tinuum is plotted at a point 1022 cm22 from the illuminated
face, a point near maximum production of Mg ii l2798. For
BLR clouds the predicted Mg ii intensity can differ by as much
as 30% between C84 and C90 owing to changes in the cross
section for Mg1 excited state photoionization. The code now
uses OP data for all excited levels but had previously used
screened hydrogenic estimates for many.

4.2.5. Collisional Ionization

Rate coefficients for collisional ionization from the ground
states of the first 28 elements are compiled and fitted by Vo-
ronov (1997). We extrapolated them for minor elements 29 and
30. These have been into Verner’s routine CFIT, which is avail-
able from the ADfA Web site.
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Fig. 3.—Incident continuum (dashed line) and local continuum at a column
depth of 1022 cm22 into the 1010 cm23 model presented in Table 1 of Rees et
al. (1989). The continuum above 1 ryd is heavily extinguished, so photoion-
ization from excited states that lie below 1 ryd is an effective photon destruction
mechanism.

4.3. Recombination Processes

A photoionization database is of only academic value unless
it is matched with a self-consistent set of recombination rate
coefficients. The predicted ionization balance would violate the
approach to thermodynamic equilibrium were this not the case.
Furthermore, the fact that self-consistent photoionization cross
sections and recombination rates go up or down together make
the ionization balance less sensitive to detailed cross sections
than one would otherwise imagine.

The total electron-ion recombination process involves three
distinct physical channels: radiative, low-temperature dielec-
tronic, and high-temperature dielectronic recombination. Two
limiting situations, collisional and photoionization equilibria,
are found in nature. In collisional equilibrium, temperatures kT
are about equal to the ionization energy of the species, while
in photoionization equilibrium, kT is much less than the ion-
ization energy. Radiative recombination can be significant at
any temperature, low-temperature dielectronic recombination
usually dominates in photoionization equilibrium, and high-
temperature dielectronic recombination dominates at collisional
temperatures.

4.3.1. Radiative Recombination Rates

We have calculated radiative recombination rates for recom-
bination to all H-like, He-like, Li-like, and Na-like ions of

elements from H through Zn and have fitted them with ana-
lytical formulae (Verner & Ferland 1996). For these cases the
parent ion is a closed shell, and autoionizing levels are not
expected to occur close to the ionization threshold. Radiative
recombination should dominate for most temperatures for these
ions. The only significant uncertainty is in the photoionization
cross sections, which should be known to better than 15%. The
recombination coefficients should be this accurate. A routine
(RRFIT) to calculate these rates is available on the ADfA Web
site.

Radiative recombination rate coefficients can be obtained to
this accuracy for all species. Unfortunately, for those species
not considered by Verner & Ferland (1996), the recombination
process is dominated by the other, far more uncertain, mech-
anisms described next.

4.3.2. Low-Temperature Dielectronic Recombination

Nussbaumer & Storey (1983, 1984, 1986, 1987; hereafter
NS83, NS84, NS86, and NS87) calculated low-temperature
dielectronic recombination rates for some ions of C, N, O, Ne,
Mg, Al, and Si using available experimental data on energies
of autoionizing levels. This is a process that occurs through
low-lying autoionizing stages. This is usually an important,
often dominant, recombination process for those species whose
parent ions do not have closed shells.

Uncertainties in energies of the autoionizing resonances are
crucial. In the usual case, the autoionizing levels are assumed
to be in LTE with the continuum, owing to rapid dielectronic
recombination/autoionization. The recombination rate is then
the population of the level multiplied by its rate of decay to
bound levels. This population depends on the Boltzmann factor
and so depends exponentially on the energies of these levels.
It will be difficult to improve upon NS83, NS84, NS86, and
NS87 since they did all species with accurate experimental
energies.

Within the framework used by Nussbaumer & Storey in this
series of papers, there is a further uncertainty regarding which
autoionizing levels will be in LTE with the continuum. Levels
with many spins exist, but only those in which the spin changes
by 1 are connected by an allowed transition in the continuum.
Only these levels were included in the early papers in the
Nussbaumer & Storey series. In later papers two rates were
given for the two cases, one with only directly connected levels
included, and another with all possible levels. The rates differ
by a factor of 2 in some cases.

The lack of reliable dielectronic rate coefficients for most
third-row and higher elements is the dominant uncertainty in
the ionization balance in photoionization equilibrium. Most
ions do not have complete spectroscopy and measured autoion-
ization levels. Theoretical structure calculations can be done,
but uncertainties in the positions of the resonances remain. The
question concerning populations of levels not coupled by an
LS-allowed transition to the continuum is central. This is likely
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Fig. 4.—Velocity separation between neighboring lines for all lines now in
the code. The lines do not begin to overlap until line widths of several hundreds
of km s21 are reached. When this happens, the approximation of treating each
line individually begins to break down.

to remain an uncertainty for some time to come and points to
the need for complete basic experimental data.

For third-row or heavier elements, our choice is either to
assume zero for the uncalculated rates or to use guesses based
on the charge of the species and second-row rates (Ali et al.
1991). We have taken this latter approach as the default con-
dition, but it is easy to allow zero or an arbitrary rate to be
taken instead. This affects intensities of some lines (especially
the [S ii] ll6716, 6731 doublet) by as much as a factor of 2.

4.3.3. High-Temperature Dielectronic Recombination

We use published fits for high-temperature dielectronic re-
combination (HTDR) rates based on calculations made in the
low-density limit (Aldrovandi & Pequignot 1972, 1974; Shull
& Van Steenberg 1982; Arnaud & Rothenflug 1985; Arnaud
& Raymond 1992). This process mainly affects gas in colli-
sional, not photoionization, equilibrium because it is efficient
when the electron energy approaches the ionization potential
of the species. These rates are largely based on the Burgess
(1965) formula. Where detailed calculations have been made
(Badnell 1991; Savin et al. 1997), rates have been only within
0.5 dex of the Burgess estimate. The Burgess formula seems
to overestimate the more accurate rates. This remains a major
uncertainty.

High-temperature dielectronic rates are significantly sup-
pressed at moderate to high densities, 11010 cm23 (Davidson
1975). We use the original form of the Davidson approximation
to take suppression into account for all species and densities.
The form of the density dependence is not generally known in
detail and represents another uncertainty. Our fit to the David-

son calculations gives a suppression factor of

nemax 0.08, min 1.,1 2 0.092 log .[ ]{ }( )7Î(z/3) T/15,000

(1)

In this equation, z is the charge of the ion before recombination,
T is the electron temperature, and is the electron density.ne

4.3.4. Charge Exchange

All neutralization and ionization reactions between hydrogen
and the first four ions of all species are included using the fits
listed by Kingdon & Ferland (1996) and Ferland et al. (1997).
Charge transfer between heavy elements and helium are from
a variety of sources. The numerical form of the rates, and a
routine to calculate them, is available from the ADfA Web site
as routine HCTRecom (hydrogen charge transfer recombina-
tion) and HCTIon (ionization).

4.4. Resulting Ionization Balance

As a test of the internal consistency of the resulting ionization
balance, we have performed two sets of tests, using CLOUDY
and LineSpec (Verner & Yakovlev 1990). The second code is
designed to determine ionization balance for collisional or pho-
toionization equilibrium for an optically thin constant temper-
ature gas. These independently developed codes are in excellent
agreement.

4.5. Emission Lines

The increase in the number of elements included has allowed
us to make a major extension to the number of emission lines
treated in the code. The current version of the code predicts
intensities of ∼104 lines from the 30 elements.

The lines are divided into two groups. The level 1 lines have
accurate wavelengths and quantal calculations of the collision
strengths. There are several hundred lines that fall into this
category, and these include most of the strongest lines. For
these cases we have created temperature-dependent fits to in-
dividual collision strengths. Level 2 lines have Opacity Project
wavelengths (typically accurate to roughly 10%) and use g-bar
approximation collision strengths. Collision strengths deter-
mine the rate atoms are excited, so level 2 lines have intensities
that are uncertain by as much as the g-bar approximation (Gaetz
& Salpeter 1983; Mewe 1972; van Regemorter 1962). This can
easily be 0.5 dex. Level 2 lines are, unfortunately, the majority
of the lines.

Lines are largely computed as distinct entities, with back-
ground opacity due to the computed continuum. This approx-
imation is valid only when the density of lines is low, but this
is the case for resonance lines. Figure 4 shows the velocity
separation between neighboring lines for all lines in our res-
onance line list. Typical separation is hundreds of kilometers
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per second. Lines would merge if the turbulent line width were
large or if subordinate lines were optically thick (since the
density of these lines is so great). Subordinate lines will become
optically thick when they approach LTE at densities greater
than 1014 cm23. This approximation establishes one end of the
range of validity of the code. The solution is to make the
continuum mesh fine enough to resolve all lines well and then
fully transfer this continuum. Today this approach would re-
quire prohibitive execution times and would make a difference
only at densities high enough for subordinate lines to be op-
tically thick.

4.5.1. Line Excitation, Heating-Cooling, and Intensity

Collisional excitation, de-excitation, line escape, and con-
tinuum pumping are included as excitation mechanisms for all
lines. The entire treatment of line heating and cooling has un-
dergone a major revision since the code is now often used to
simulate gas with heavily enhanced abundances (Hamann &
Ferland 1993; Ferland et al. 1996).

Continuum pumping from the upper to lower level, owing
to the attenuated incident continuum, has a rate (Ferland &
Rees 1988; Rees et al. 1989; Ferland 1992) given by

21g 5 A h s , (2)u,l u,l

where h is the dimensionless occupation number of the atten-
uated incident continuum. This occupation number is evaluated
by attenuating the incident continuum by the continuous pho-
toelectric opacity of the gas and then applying an escape prob-
ability–like correction for the probability that a continuum pho-
ton will penetrate to the current line optical depth (see Ferland
1992). This is in keeping with the assumption outlined in the
previous section, that lines are largely independent of one an-
other. The backward rate, the rate at which the attenuated in-
cident continuum excites the transition, is given by

g gu u 21g 5 g 5 A h s , (3)l,u u,l u,lg gl l

where the g’s are the statistical weights. Then, the balance
equation for a two-level atom is

( ) ( )n c 1 g 5 n c 1 A « 1 g , (4)[ ]u l,u l,u u u,l u,l u,l

where is the collision rate (units s21 and is equal to ,c q nl,u l,u e

where is the excitation rate coefficient and ne is the electronql,u

density), « is the escape probability, and g is the pumping rate.
The local volume intensity of the line, produced locally and

escaping the cloud, is

23 214pj 5 n A «hn ergs cm s , (5)u u,l

while the net cooling per unit volume is

23 21L 5 (n c 2 n c )hn ergs cm s . (6)l l,u u u,l

With these definitions it is clear how exposure to an external
continuum can drive a gas with many lines into thermal equi-
librium with that radiation field. We can define a relative level
departure coefficient as

∗( ) ( )b 5 n /n / n /n , (7)u u l u l

where the quantity with the asterisk is the value in thermo-
dynamic equilibrium,

∗( )n /n 5 g /g exp (2hn/kT ), (8)u l u l

and in detailed balance

∗( )c 5 n /n c . (9)l,u u l u,l

Then equation (6) can be rewritten as

23 21L 5 n c (1 2 b )hn ergs cm s . (10)l l,u u

Thus a line will heat rather than cool the gas if the departure
coefficient is greater than 1. When the line comes into LTE (b
5 1), it has no thermal effect.

Pumping by the external continuum can be a significant heat-
ing source even when the brightness temperature of the con-
tinuum is well below the local electron temperature. Comparing
cases with and without the external continuum, there will be
significant extra heating when the continuum pumping rate
excitation term approaches the collisional excitation term, c .l,u

This heating is of order

23 21G ≈ g c /(c 1 A )hn ergs cm s . (11)l,u l,u u,l u,l

Energy exchange between two levels will be a net heating or
cooling source if the level populations are out of LTE. The
energy balance is given by

23 21L 5 L 2 G 5 (n c 2 n c )hn ergs cm s . (12)net l l,u u u,l

If we express the upper to lower level populations as a departure
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TABLE 1
Atomic Data References for the Database

Now inside CLOUDY

Number Source

1 . . . . . . . Aggarwal 1983a
2 . . . . . . . Aggarwal 1983b
3 . . . . . . . Aggarwal 1984
4 . . . . . . . Aggarwal 1985
5 . . . . . . . Aggarwal et al. 1992
6 . . . . . . . Allard et al. 1990
7 . . . . . . . Baluja 1985
8 . . . . . . . Baluja & Zeippen 1988
9 . . . . . . . Berrington 1985
10 . . . . . . Berrington 1988
11 . . . . . . Berrington et al. 1985
12 . . . . . . Bhatia & Doscheck 1995
13 . . . . . . Bhatia & Mason 1986
14 . . . . . . Blum & Pradhan 1992
15 . . . . . . Brage, Froese Fischer, & Judge 1995
16 . . . . . . Brage, Hibbert, & Leckrone 1997
17 . . . . . . Brage, Judge, & Brekke 1996
18 . . . . . . Burke, Lennon, & Seaton 1989
19 . . . . . . Butler & Zeippen 1984
20 . . . . . . Butler & Zeippen 1994
21 . . . . . . Butler & Dalgarno 1980
22 . . . . . . Calamai & Johnson 1991
23 . . . . . . Calamai, Smith, & Bergeson 1993
24 . . . . . . Callaway 1994
25 . . . . . . Callaway, Unnikrishnan, & Oza 1987
26 . . . . . . Chandra 1982
27 . . . . . . Chidichimo 1981
28 . . . . . . Cochrane & McWhirter 1983
29 . . . . . . Dopita, Mason, & Robb 1976
30 . . . . . . Dufton et al. 1986a
31 . . . . . . Dufton, Doyle, & Kingston 1979
32 . . . . . . Dufton et al. 1986b
33 . . . . . . Dufton et al. 1982
34 . . . . . . Dufton & Kingston 1984
35 . . . . . . Dufton & Kingston 1987
36 . . . . . . Dufton & Kingston 1989
37 . . . . . . Dufton & Kingston 1991
38 . . . . . . Dufton & Kingston 1994
39 . . . . . . Dumont & Mathez 1981
40 . . . . . . Fang & Kwong 1997
41 . . . . . . Federman & Shipsey 1983
42 . . . . . . Fleming et al. 1996
43 . . . . . . Fleming et al. 1995
44 . . . . . . Flower 1976
45 . . . . . . Froese Fischer 1983
46 . . . . . . Froese Fischer 1995
47 . . . . . . Galavis, Mendoza, & Zeippen 1995
48 . . . . . . Garstang 1957
49 . . . . . . Garstang, Robb, & Rountree 1978
50 . . . . . . Giles 1981
51 . . . . . . Hayes 1986
52 . . . . . . Hibbert, Godefroid, & Froese Fischer 1995
53 . . . . . . Ho & Henry 1984
54 . . . . . . Hummer & Storey 1987
55 . . . . . . Johansson et al. 1995
56 . . . . . . Johnson, Burke, & Kingston 1987
57 . . . . . . Johnson, Kingston, & Dufton 1986
58 . . . . . . Kafatos & Lynch 1980
59 . . . . . . Kaufman & Sugar 1986

coefficient relative to ground, then

gun 5 b n exp (2hn/kT ) (13)u u l gl

and

23 21[ ]L 5 n c 2 b c exp (2hn/kT ) hn ergs cm s . (14)net l l,u u u,l

Since and are related by ,c c c 5 c exp (2hn/kT )g /gl,u u,l l,u u,l u l

we obtain, in the end,

23 21L 5 n exp (2hn/kT )c (1 2 b )hn ergs cm s . (15)net l l,u u

A level will cool if the upper population is below its LTE
value and will heat if it is above. The Einstein coefficients
ensure that irradiation by a true blackbody will drive the level
populations to LTE. This is the physics that ensures that the
high-metallicity clouds equilibrate at the continuum tempera-
ture. In the limit in which lines dominate the heating and cool-
ing, they will ensure that the gas temperature equilibrates at
the radiation temperature of the incident radiation field. A test
case discussed below shows that this is indeed the case.

4.5.2. The Emission-Line List and Database

The entire atomic database has been revised in C90. A list
of references to the current data is given in Table 1. The tran-
sition probabilities for lines of C, N, and O come from the
Opacity Project data and the new NIST compendium (Verner,
Verner, & Ferland 1996b; Wiese, Fuhr, & Deters 1996). Great
care has gone into implementing this data set. As an example,
the [O iii] l5007 line has a transition probability of 1.8135 #
1022 s21, and l4959 has A 5 6.215 # 1023 s21. The ratio is
2.918, and this is the ratio of photons. The ratio of energies is
this times l4959/l5007, or 2.89, the answer the code gets. In
LS coupling, the ratio of transition probabilities should be the
ratio of statistical weights, or 3, since the lines have the same
upper level. Quantal calculations do not obtain this ratio ex-
actly, however.

4.6. Molecule Network

The code includes the heavy-element molecule network
given by Hollenbach & McKee (1989; Ferland, Fabian, & John-
stone 1994 discuss this). The hydrogen network is described
both there and in Ferland & Persson (1989). This has not been
an area of active development in recent years, since environ-
ments that are predominantly molecular are seldom time-steady
(Bertoldi & Draine 1996). The current emphasis in developing
the code is to obtain the best possible simulation in the time-
steady case.
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TABLE 1
(Continued)

Number Source

60 . . . . . . . Keenan & Norrington 1987
61 . . . . . . . Keenan et al. 1992
62 . . . . . . . Kingston 1986
63 . . . . . . . Krueger & Czyzak 1970
64 . . . . . . . Kwong et al. 1993
65 . . . . . . . Leep & Gallagher 1976
66 . . . . . . . Lennon & Burke 1991
67 . . . . . . . Lennon & Burke 1994
68 . . . . . . . Lennon et al. 1985
69 . . . . . . . Lepp & Shull 1983
70 . . . . . . . Mason 1975
71 . . . . . . . McLaughlin & Bell 1993
72 . . . . . . . Mendoza 1982
73 . . . . . . . Mendoza & Zeippen 1982a
74 . . . . . . . Mendoza & Zeippen 1982b
75 . . . . . . . Mendoza & Zeippen 1983
76 . . . . . . . Mendoza & Zeippen 1987
77 . . . . . . . G. Merkelis, M. J. Vilkas, G. Gaigalas, &

R. Kisielius 1994, priviate communication
78 . . . . . . . Mohan, Hibbert, & Kingston 1994
79 . . . . . . . Muhlethaler & Nussbaumer 1976
80 . . . . . . . Neufeld & Dalgarno 1987
81 . . . . . . . Nussbaumer 1986
82 . . . . . . . Nussbaumer & Rusca 1979
83 . . . . . . . Nussbaumer & Storey 1981
84 . . . . . . . Nussbaumer & Storey 1982
85 . . . . . . . Nussbaumer & Storey 1988
86 . . . . . . . Oliva, Pasquali, & Reconditi 1996
87 . . . . . . . Pelan & Berrington 1995
88 . . . . . . . Ramsbottom & Bell 1997
89 . . . . . . . Ramsbottom, Bell, & Keenan 1997
90 . . . . . . . Ramsbottom, Bell, & Stafford 1996
91 . . . . . . . Ramsbottom, Berrington, & Bell 1995
92 . . . . . . . Ramsbottom et al. 1994
93 . . . . . . . Saha & Trefftz 1982
94 . . . . . . . Saha & Trefftz 1983
95 . . . . . . . Sampson & Zhang 1988
96 . . . . . . . Saraph 1970
97 . . . . . . . Saraph & Storey 1996
98 . . . . . . . Saraph, Storey, & Tully 1995
99 . . . . . . . Saraph & Tully 1994
100 . . . . . . Sawey & Berrington 1993
101 . . . . . . Seaton 1964
102 . . . . . . Sigut & Pradhan 1995
103 . . . . . . Stafford et al. 1994
104 . . . . . . Stafford, Hibbert, & Bell 1993
105 . . . . . . Stepney & Guilbert 1983
106 . . . . . . Storey, Mason, & Saraph 1996 (http://adc.gsfc

.nasa.gov/adc-cgi/cat.pl?/catalogs/6/6064/)
107 . . . . . . Sugar & Corliss 1985
108 . . . . . . Tayal 1997
109 . . . . . . Tayal, Burke, & Kingston 1985
110 . . . . . . Tayal & Henry 1986
111 . . . . . . Tayal, Henry, & Pradhan 1987
112 . . . . . . Tielens & Hollenbach 1985
113 . . . . . . Wahlgren 1995
114 . . . . . . Wiese, Fuhr, & Deters 1996
115 . . . . . . Wills, Wills, & Netzer 1985
116 . . . . . . Wills & Netzer 1979
117 . . . . . . Zeippen 1982

TABLE 1
(Continued)

Number Source

118 . . . . . . Zeippen 1990
119 . . . . . . Zeippen, Le Bourlot, & Butler 1987
120 . . . . . . Zhang, Graziani, & Pradhan 1994
121 . . . . . . Zygelman & Dalgarno 1987
122 . . . . . . Zygelman & Dalgarno 1990

Fig. 5.—Equilibrium temperature of gas exposed to five blackbodies with
various energy density temperatures. The color temperatures of the blackbodies
are 10,000, 40,000, 70,000, 100,000, and 130,000 K. The metallicity was 10
times solar (Hamann & Ferland 1993) so that heating and cooling of thousands
of heavy-element emission lines dominates the thermal equilibrium. The sim-
ulation is of an optically thin cell of gas with density 1010 cm23 (results do
not depend on this density). The x-axis is the local energy density relative to
the energy density in thermodynamic equilibrium at that temperature. The gas
goes to thermodynamic equilibrium when the radiation field does (the color
and energy density temperatures are equal).

5. THERMAL BALANCE

This section shows two sample calculations that illustrate
the effects of line heating and cooling on the equilibrium
temperature.

5.1. Thermodynamic Equilibrium of High-Metallicity Gas

Figure 5 shows the results of a series of calculations for a
gas strongly enriched in heavy elements, corresponding to Z 5
10Z using the abundance grid described by Hamann & Ferland
(1993). This metallicity is large enough for hydrogen to be a
relatively minor constituent. The gas is exposed to a radiation
field with a blackbody shape corresponding to several color
temperatures and various values of the energy density tem-
perature for each color temperature. Ferland & Rees (1988)
and Ferland & Persson (1989) gave analogous calculations for
pure hydrogen clouds. This example tests both the ionization
and thermal balance in an extreme environment in which the
heavy elements totally dominate the situation.

This content downloaded  on Sun, 20 Jan 2013 09:50:18 AM
All use subject to JSTOR Terms and Conditions

http://www.jstor.org/page/info/about/policies/terms.jsp


CLOUDY 90 771

1998 PASP, 110:761–778

Fig. 6.—Cooling function for low-density gas under conditions of collisional
ionization. Results from the current version of the code are shown as the solid
line, while those from C84 are shown as the dashed line. Peaks are now far
broader, the result of so many lines in the cooling function.

Fig. 7.—Ratio of maximum radiation to gas pressure (dyn cm22; top) and
greatest radiative acceleration at illuminated face (cm s22; bottom) for solar
abundance BLR clouds exposed to the Mathews & Ferland (1987) continuum.

The energy density temperature relative to the blackbody
color temperature is shown as the x-axis. The filled circles
represent the cases in which the energy densities and the color
temperature of the radiation field are equal and strict thermo-
dynamic equilibrium is expected. The figure shows that this is
indeed the case.

The gas temperature goes to the color temperature because
of induced transitions between the 104 lines in the cooling
function. The distribution of ionization for each color temper-
ature is radically different, but the line interactions with this
field bring the gas to the expected equilibrium temperature.

The lowest temperature we can obtain true equilibrium with
the current version of the code is about 4000 K, owing to the
formation of molecules. This is because our treatment of mo-
lecular cooling is based on fits to published cooling curves and
does not include the detailed microphysics described above.
We expect to extend the molecular cooling calculations to a
more formal footing in the near future.

5.2. Cooling Function for Low-Density Gas

Figure 6 compares cooling rates computed by the current
version of the code compared with C84 for a purely collision-
ally ionized solar abundance gas at various temperatures. The
presence or absence of bumps affects the thermal stability of
the gas, since local minima can provide local patches of stable
equilibrium. The total cooling near the broad 106 K peak is
now more featureless. This is due to the presence of many
more elements and the many cooling lines they contribute. The
sharper peaks in the older calculations were dominated by cool-
ing by a few lines. These details are also affected by abun-
dances—in particular, the iron abundance we now use is some-
what lower.

5.3. Dynamics of Quasar Broad-Line Region Clouds

Pressure due to trapped lines (Elitzur & Ferland 1986) and
radiative acceleration due to absorption of the incident contin-
uum (Baldwin et al. 1996) are now computed for all lines. This
is a major increase in the number of transitions—C84 included
this physics for only a few dozen lines. Figure 7 shows the
results. The effect of many thousands of resonance lines pro-
duces a dramatic increase in the total radiation pressure. A
large fraction of the clouds would not be stable against radiation
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Fig. 8.—C iv l1549 equivalent width for a wide range of densities and flux
of photons.

pressure if they were supported by external pressure (Elitzur
& Ferland 1986 discuss this instability), and radiation pressure
due to the incident continuum could drive mass loss even from
main-sequence stars. This has implications for the origin of the
emitting gas in quasars since mechanisms exist for driving mass
loss.

6. RELIABILITY IN THE FACE OF COMPLEXITY

There are three sources of uncertainty in any large-scale
numerical simulation: bugs, the numerical methods employed,
and the basic atomic data. The code now consists of well over
105 lines of FORTRAN and is used to simulate environments
in which analytical solutions are not possible. Anything as
complex as CLOUDY certainly contains errors. The fact that
analytical solutions are not possible makes it difficult to validate
a simulation. As machines grow ever faster and codes more
complex, finding validation methods will become a core prob-
lem in any numerical endeavor. This section outlines the meth-
ods we have developed to try to get the right answer.

6.1. Coding Methods

The coding methods now being used in the development of
CLOUDY have been strongly influenced by those developed
at Microsoft (McGuire 1993). The basic idea is never to solve
the same problem twice. Whenever any problem is encountered,
new code is embedded to check that this never happens again.
Examples include negative electron temperatures or collision
strengths. These tests are often redundant and do slow the code
slightly, so they are bracketed by comments that make it pos-
sible to remove them automatically. These tests are so extensive
that it is now common for newly introduced problems to be
detected automatically.

6.2. CLOUDY’s Stability

A major use of spectral synthesis calculations is to deduce
the conditions and abundances in the matter producing a spec-
trum. There is always a question of uniqueness since there may
be more than one way to get any particular result, and we must
work backward to deduce the question (properties of the object)
from the answer (the emitted spectrum). Examining predictions
over the very broadest possible range of physical parameters
is vital to really understand what a spectrum is telling us.

Today the code is often used to generate very large grids,
involving thousands of complete simulations, to generate con-
tour or three-dimensional plots like that shown in Figure 8.
This is an example, based on Baldwin et al. (1995), which
shows that one of the strongest quasar emission lines is most
efficiently produced over a very narrow range of conditions.
The peak visibility occurs for the parameters long ago deduced
as “standard” quasar conditions. We argued that this is likely
just a selection effect.

A major effort has gone into making it possible to generate

such large grids on a routine basis. Some of the issues include
the following:

1. The code must have enough intelligence to converge mod-
els autonomously with very different conditions, without user
intervention. This goal has largely been realized. All of the
predictions shown here are the result of fully autonomous cal-
culations with no outside intervention.

2. The code must respond appropriately no matter what
boundary conditions are set. It goes to the Compton, molecular,
ISM, and LTE limits. The temperature limits are 2.8 K ! T !

109 K. The high-temperature limit is set by the assumption that
electrons are nonrelativistic. The density limits are 1025 cm23

! n(H) ! 1014 cm23. The low-density limit is set by the ex-
ponential range of IEEE 32-bit machines, and the high-density
limit is set because of the approximate treatment of line transfer
and since most ions are treated as two-level systems. Densities
as high as 1016 cm23 can be treated with less accuracy. The
code will identify conditions that are inappropriate for its use.

3. The code must examine its results and predictions to con-
firm that the simulation is valid. It simply is not possible to
go over the many tens of megabytes of results generated in
large grids, after the fact, to confirm that all went well. As the
code is developed, potential problems are identified and logic
is added to check for this in future calculations.

The code will probably converge a simulation with no prob-
lems, and it will certainly identify any problems at the end of
the calculation. These are essential core features, vital if very
large grids are to be computed reliably. Each simulation ends
with a summary of all remarkable or surprising features, an
analysis of any convergence problems, and checks that the
range of validity was not exceeded. One specific example of
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these internal checks is that the code now tracks timescales for
all heating-cooling and ionization-neutralization reactions. At
the end of the calculation, the code will identify the longest
timescale for significant physical processes. A warning is pro-
duced if the user sets the age of the cloud and the code de-
termines that the time-steady assumption is not valid. (The code
can perform time-dependent calculations [Ferland & Truran
1981], although this has not been an emphasis in its
development.)

6.3. The CLOUDY Test Suite

A large suite of test models has been developed to exercise
the code fully over its intended range of validity. This serves
to track changes in predictions over time. Many well-defined
asymptotic limits are also tested, along with the standard neb-
ular benchmark nebulae (Pequignot 1986; Ferland et al. 1995).
Finally, codes to drive CLOUDY and to generate many large
grids are included to exercise the code over its full range.

This suite of tests is computed on a regular basis, on a wide
variety of platforms. We confirm that the code gets similar
results on all platforms and monitor how these change with
time.

6.4. Independent Verification—The Lexington Meeting

It is difficult to validate a numerical simulation fully, since
analytical answers are seldom known. In the end, the only real
way to verify that the calculation has been performed correctly
is to compare results of fully independent calculations.

Daniel Pequignot organized a Workshop on Model Nebulae
in 1985 (Pequignot 1986). This gave workers the opportunity
to come together to compare predictions of various codes. The
Lexington Meeting on Model Nebulae was held in 1994 with
a similar goal, as well as part of the 70th birthday tribute to
Don Osterbrock and Mike Seaton (Ferland et al. 1995). Such
meetings provide a forum to discuss advances in atomic physics
and numerical methods and to uncover bugs.

As a result of comparisons and discussions in the Lexington
Meeting, the default continuum transfer method was changed
from on-the-spot (OTS) to outward only (OO). Three types of
transfer methods were represented by codes at the meeting.
Two (those of Pat Harrington and Bob Rubin) used exact ra-
diative transfer. The others used either OO or OTS. The OTS
approximation ignores recombinations to the ground state since
they are countered by an immediate ionization. In the OO ap-
proximation, recombinations to ground are counted, and the
resulting radiation is added to an outward beam. The main
difference between the two assumptions is in the temperature
at the illuminated face of the cloud. This is because, for a gas
heated mainly by photoionization of hydrogen, the heating rate
is set by the local recombination rate. The recombination co-
efficient is only 2/3 as large in OTS as under OO, and the
heating rates differ by this amount. Temperatures run hotter in

OO, as much as 10% hotter for conventional nebulae. OO did
produce much better agreement with the exact codes.

As a result of this change, C90 tends to have higher tem-
peratures at the illuminated face than those found by C84. This
can increase the intensities of lines formed there, by 20%–30%
but has little overall effect on the spectrum. The temperature
at the illuminated face is quite sensitive to these details and so
is likely to change when more exact radiative transfer methods
are incorporated.

6.5. CLOUDY Version Numbers and Mailing List

The predicted spectrum is the result of a host of micro-
physical processes, all with cross sections and rate coefficients
that improve with time. Numerical methods are improved as
workstations grow ever faster. Bugs are exposed and fixed. The
result is that the code and its predictions change with time.
These changes are documented on the CLOUDY Web site de-
scribed below. The code uses version numbers to track these
changes.

Integer increments to the version numbers are the result of
significant changes to the structure or database within the code.
The current version is 90. Minor changes, often bug fixes or
changes to specific atomic cross sections or rates, are indicated
by changes in the hundredths decimal place. At this writing
the current version is 90.04. Very minor changes, often to fix
specific problems, are indicated by letters following this. As
an example, the last version of C84 was 84.12a.

A mailing list is maintained to notify interested parties of
these changes, as they occur. Instructions for being placed on
this mailing list are given on the CLOUDY Web site, described
next.

7. WEB ACCESS

7.1. CLOUDY and Its Documentation

The CLOUDY Web site5 provides access to the FORTRAN
source, the entire suite of test cases, the resulting output on
various platforms, and the code’s documentation, Hazy, A Brief
Introduction to CLOUDY.

The source now consists of roughly 120,000 lines of FOR-
TRAN. This is currently written in a mixture of FORTRAN
77 and a few FORTRAN 90 extensions (mainly the MilSpec
do while and enddo statements). The code compiles, executes,
and obtains similar answers on Sparcs, Dec Alphas, a Cray,
Intel Windows NT, SGIs, and the HP Exemplar at the Uni-
versity of Kentucky Center for Computational Sciences. The
resulting output from the entire test suite on these platforms is
also posted. The intention here is to provide the ability to
revalidate the code when it is run on platforms not included
in our tests.

Hazy, the code’s documentation, now consists of ∼500 pages

5 http://www.pa.uky.edu∼gary/cloudy.

This content downloaded  on Sun, 20 Jan 2013 09:50:18 AM
All use subject to JSTOR Terms and Conditions

http://www.jstor.org/page/info/about/policies/terms.jsp


774 FERLAND ET AL.

1998 PASP, 110:761–778

broken into four volumes (Ferland 1996).6 The first consists of
a complete description of the input commands and their format.
The second is a discussion of the physics and the numerical
methods used. The third gives a discussion of machine-specific
issues, the test cases, and information on how to use CLOUDY
as a subprogram of other codes. Part 4 describes the output
generated by the code and gives a list of the predicted emission
lines. On the Web site, these are available in two formats,
PostScript and Portable Document Format (PDF).

No matter how carefully the code is debugged and how many
test cases are computed, it is inevitable that bugs will slip by
undetected, only to be revealed later. This is simply a fact of
life in anything as complex as CLOUDY. Other changes occur
as the atomic database or numerical methods are expanded.
The Web site contains the definitive list of changes to the code
as it evolves through its versions. Within a static version, small
changes to the code that fix specific late-appearing problems
are listed as a set of hot fixes. These corrections must be made
to the distributed source after it is downloaded and are not
included in the distributed test output. This provides a facile
method of making specific fixes to problems that are uncovered
as the code is tested across the user community.

7.2. Independent Access to Atomic Data

Very large quantities of atomic and molecular data are
needed for any spectroscopic simulation. This forms the foun-
dation for a code like CLOUDY and is easily a full-time task.
Since this work has application beyond CLOUDY itself, we
have established the Atomic Data for Astrophysics (ADfA)
Web site7 as a means of providing independent public access
to this data.

7.2.1. Summary of ADfA

The basic atomic data compiled by ADfA and presented in
convenient and compact form are readily used by developers
of spectral synthesis codes needed for interpretation of new
spectroscopic observations. New atomic data of astrophysical
interest are being produced by many groups of atomic physi-
cists, and the published data are spread among many journals.
It is essential to have them evaluated and compiled in one place,
keeping in mind the requirements of astrophysical quantitative
spectroscopy.

The ADfA “philosophy” is to provide a complete set of the
best available data and to upgrade them as soon as better data
become publicly available. The ADfA provides on line all the
basic ionization and recombination rates for the first 30 ele-
ments in convenient format. The present version of the ADfA
is organized by category of data and includes the following
sections:

Photoionization.

6 http:/www.pa.uky.edu/∼gary/cloudy.
7 http://www.pa.uky.edu∼verner/atom.html.

Recombination.
Collisional ionization and autoionization.
Charge transfer.
Auger processes.
Energy levels, wavelengths, and transition probabilities.
Collision strengths and excitation rates.
Stark broadening.
Opacities.
FORTRAN subroutines.

The ADfA currently contains more than 8 Mbytes of infor-
mation broken into 89 files, including 37 atomic data files (with
more than 367,000 data entries), five FORTRAN subroutines,
and 47 supplementary files (data descriptions, PostScript, and
LaTex files of the corresponding papers). The ADfA also pro-
vides 66 external links to atomic data in electronic form stored
at other locations accessible through the Internet. The ADfA
home page has been visited more than 7000 times from 1995
October to 1997 December, and more than 12,000 files have
been retrieved by users outside the University of Kentucky.
The ADfA is a dynamic, regularly updated database.

8. DISCUSSION AND THE FUTURE

The section outlines the direction future work will take and
describes what we view as the greatest uncertainties—the
atomic data.

8.1. Atomic Data Needs

Oscillator and collisions strengths are needed for all emission
lines. Fortunately the Opacity Project (Seaton 1987) and its
extensions have produced a large body of high-quality line data.
The majority of the most important emission lines now have
high-quality data. Unfortunately this is not true for the physical
processes that determine emission from hydrogen or helium
and the ionization balance of the heavy elements. The following
sections outline the greatest needs, from our experience.

8.1.1. Collisional Data for H and He

For hydrogen there are a variety of collision rates that are
not in good agreement (Chang et al. 1991). The main need
here is for accurate excitation and ionization rates for excited
states. The situations for He0 and He1 are not much different;
we know of no sources for collisions between highly excited
levels or collisional ionization from them.

8.1.2. Dielectronic Recombination of Heavy Elements

A major error will be introduced if the recombination or
ionization rates for the heavy elements are systematically under-
or overestimated. It is easy to see why. Often thermodynamics
sets the peak of the ionization distribution of a particular el-
ement at a given temperature. If the ionization or recombination
rates are systematically too large or small by a relative error
«, then the ionization balance n stages from peak will have a
cumulative error of . This could be a very large errorn(1 2 «)
if « and n are significant. The result is that the ionization
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distribution may be quite uncertain far from the peak. In fact,
over the history of CLOUDY, ionization fractions far from the
peak have been the most variable.

The recombination database is now the greatest single un-
certainty. The rates calculated by Nussbaumer & Storey for
second-row elements and a few third-row ions remain the de-
finitive ones because they used experimental energies for the
autoionizing levels and had only to compute the transition prob-
abilities. Experimental energies for autoionizing levels are not
known for most third- or fourth-row elements.

In photoionization equilibrium, free electrons will have en-
ergies that are small compared to the ionization potential of
the parent ion. Only those autoionizing levels very close to
threshold participate in dielectronic recombination. At 104 K,
only levels within 1 eV of threshold are significant, while the
ionization energy is typically 30–50 eV. Ab initio theory would
have to predict the positions of unobserved resonances with
accuracy substantially better than 0.1 eV. Although it is possible
to run large atomic structure codes to generate theoretical en-
ergy levels, there are no experimental measurements for
comparison.

Within the theoretical uncertainty, a level predicted to be
autoionizing might actually be bound. In this case the level can
be populated only by three-body or radiative recombination,
not dielectronic recombination. This fundamental uncertainty
prevented Nussbaumer & Storey from computing rates for
fourth-row or most third-row elements. The obvious solution
is to perform the laboratory spectroscopy to determine exper-
imentally the electronic structure.

The second concern is whether the population of the au-
toionizing levels is really in LTE. For instance, some low-lying
autoionizing levels are not connected to the ground of the parent
ion by an electric dipole transition, so slower processes will
populate the level. NS83, NS84, NS86, and NS87 computed
two sets of rates, one for the case in which the levels are not
populated and a second for the case in which they are. This
represents a systematic uncertainty in the recombination rates.
Recent work by Savin et al. (1997) has shown the importance
of levels that are not coupled to the recombined species by an
LS coupling–allowed transition.

8.1.3. Charge Transfer

Charge transfer is a collision process that is treated on a
molecular basis. The interaction potential for the approaching
hydrogen atom–target ion system has an avoided crossing with
the potential curve of the recombined ion–receding ion system.

The interaction is sensitive to the details of this avoided
crossing, and the rates generally have significantly larger un-
certainties than ionic collision rates. Kingdon & Ferland (1996)
summarize the available data for atomic hydrogen impacting
on the first four ions of the lightest 30 elements. In some cases
new Landau-Zenner approximation rates were calculated.
These may have an accuracy of ∼1 dex. Even the best quantal
rates have uncertainties approaching a factor of 2.

The effects of charge transfer on the resulting ionization
distribution are highlighted by the recent study of the charge
transfer between atoms and highly ionized species (Ferland et
al. 1997). They found that order-of-magnitude changes in the
ionization distribution of iron resulted from including estimates
of the charge transfer rates of highly ionized species. Another
extreme case is the Fe1 balance. The fits to photoionization
cross sections presented by Verner et al. (1996a) and used here
employ recent Iron Project data and differ from the Reilman
& Manson cross sections by very large factors, approaching
103 in some cases. The resulting ionization balance of iron did
not change when these data were incorporated in the first ver-
sion of C90 (released in mid-1996) since charge transfer dom-
inates the equilibrium balance. Nahar, Bautista, & Pradhan’s
(1997) claim that the ratio of Fe ii to Fe i increases by a factor
about 3–30 when the new photoionization data were incor-
porated was based on their neglect of charge transfer.
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Kentucky’s Center for Computational Sciences, and its Direc-
tor, John Connally, have generously supported Nebular Astro-
physics at the University of Kentucky. Sumner Starrfield care-
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the comments of Dana Balser, Mike Brotherton, Simon Cas-
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